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Excess electrons in polar media, such as water or ice, are screened by reorientation of the

surrounding molecular dipoles. This process of electron solvation is of vital importance for various

fields of physical chemistry and biology as, for instance, in electrochemistry or photosynthesis.

Generation of such excess electrons in bulk water involves either photoionization of solvent molecules

or doping with e.g. alkali atoms, involving possibly perturbing interactions of the system with the

parent-cation. Such effects are avoided when using a surface science approach to electron solvation:

in the case of polar adsorbate layers on metal surfaces, the substrate acts as an electron source from

where photoexcited carriers are injected into the adlayer. Besides the investigation of electron

solvation at such interfaces, this approach allows for the investigation of heterogeneous electron

transfer, as the excited solvated electron population continuously decays back to the metal substrate.

In this manner, electron transfer and solvation processes are intimately connected at any polar

adsorbate–metal interface. In this tutorial review, we discuss recent experiments on the ultrafast

dynamics of photoinduced electron transfer and solvation processes at amorphous ice–metal

interfaces. Femtosecond time-resolved two-photon photoelectron spectroscopy is employed as a direct

probe of the electron dynamics, which enables the analysis of all elementary processes: the charge

injection across the interface, the subsequent electron localization and solvation, and the dynamics of

electron transfer back to the substrate. Using surface science techniques to grow and characterize

various well-defined ice structures, we gain detailed insight into the correlation between adsorbate

structure and electron solvation dynamics, the location (bulk versus surface) of the solvation site, and

the role of the electronic structure of the underlying metal substrate on the electron transfer rate.

1. Introduction

When an excess charge is brought into a polarizable medium,

it is screened by the (frequency-dependent) dielectric response

of the environment. This screening process of electrons or ions

is referred to as solvation, which plays a key role in various

areas of physical chemistry and biology.1 Such excess electrons

in ammonia or water are known to form electron–solvent

complexes2,3 and are referred to as ammoniated4 or hydrated5

electrons. The dynamics of the formation and subsequent

energetic stabilization of these solvated electron complexes

by molecular rearrangement occurs on a femtosecond time

scale and has been studied in bulk water by ultrafast laser

spectroscopy.6,7 However, as the excess electrons are generated
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with the aid of photoionization of solvent molecules or doping

with e.g. alkali atoms or salts, the achievement of microscopic

insight into the primary steps of electron solvation is often

hampered by the interaction of the nascent photoexcited

electron with the corresponding cation, which becomes also

solvated on similar timescales. Also, the binding energy of the

hydrated electron cannot be determined directly in bulk water

and is obtained as 3.2 eV from extrapolation of the vertical

binding energies of (H2O)n
� clusters to infinite cluster size.8

Such water anion-clusters of defined size n are therefore

frequently used as model systems to study electron solvation

dynamics in finite systems.9 Nevertheless, it is currently con-

troversially discussed whether the excess electron resides in the

bulk or at the surface of these clusters9,10 and in how far the

transition between a surface to an interior site depends on the

cluster size and its structure and temperature. The actual

molecular structure of the clusters is a key ingredient to settle

this question,10 but is usually unknown in molecular beam

experiments.

In this article we present an alternative concept to address

fundamental questions of electron solvation dynamics, which

is based on a surface science approach.11–13 Using well-char-

acterized amorphous ice structures adsorbed on single crystal

metal surfaces, the dynamics of photoinjected electrons in the

ice is monitored by femtosecond (fs) time- and angle-resolved

two-photon photoelectron spectroscopy (2PPE).14 This allows

direct probing of the transient changes of the electron’s

binding energy and its degree of localization during the initial

steps of the solvation process without interference with the

photohole, which is completely screened by the metal elec-

trons.15 As will be discussed in detail further below, the

combination of surface science techniques like low-tempera-

ture scanning tunneling microscopy (LT-STM) with ultrafast

2PPE spectroscopy enables the analysis of the correlation

between differently prepared ice structures and the corres-

ponding electron solvation dynamics.16 Also, the location of

the solvation site in the interior of the ice or at the ice–vacuum

interface can be probed by Xe overlayer experiments. Note,

that solvation dynamics at metal interfaces have also been

studied for other polar adlayers like alcohols,17 nitrils,11,18 and

ammonia.19,20

Moreover, investigation of electron solvation dynamics at

molecule–metal interfaces bridges to the important area of

interfacial electron transfer (ET), which is of vital importance

in technologically highly relevant fields.1,21 Examples are dye-

sensitized solar (Grätzel) cells,22 organic optoelectronic and

nanoscale molecular devices,23,24 where charge injection and

electronic coupling between a conducting electrode and a

molecular system is of key relevance.1 Detailed measurements

of the electron transfer rate at different ice–metal interfaces

(D2O/Cu(111) and Ru(001), respectively) reveal the role of the

substrate electronic structure in adsorbate–substrate, charge

transfer, which competes with the localization and solvation

dynamics in the ice. Thus electron transfer and solvation

processes at polar adsorbate–metal interfaces provide a well

defined model system to elucidate fundamental questions

regarding charge transport in molecular electronic devices.

While 2PPE spectroscopy is an ideal tool to directly access

the charge transfer and solvation dynamics of the excess

electron itself, the corresponding nuclear rearrangements of

the solvation shell are only indirectly monitored via the

transient changes of the electron binding energy. Direct struc-

tural information could be obtained, for example, by infrared

spectroscopy, as has been nicely demonstrated for small water

anion clusters.25 However, application of vibrational spectro-

scopy to solvation dynamics at interfaces remains a challenge

due to the small concentration of electron–water complexes at

the interface, which are photoexcited at low densities to

exclude interactions between these electrons. In this article

we will thus focus on studies using the nearly background free

2PPE technique.

In the following, we will first briefly review the basic

mechanisms and elementary processes of the electron dy-

namics at amorphous ice–metal interfaces using D2O/

Cu(111) as an example (section 2). In section 3 we provide a

detailed overview on the role of the morphology and structure

of the ice (e.g. adsorbed D2O clusters versus closed ice layers)

on the resulting solvation and relaxation dynamics as well as

on the electron solvation site. Finally, we compare the dy-

namics in ice layers on Cu(111) and Ru(001), which exhibit

different surface electronic band structures. We find different

regimes of electron transfer, which result from the competition

between the electron solvation process and the charge transfer

back to the metal substrate. The surface science approach to

interfacial electron transfer and solvation dynamics provides

thus detailed insights into elementary processes which are

complementary to related studies in the gas or liquid phases.

2. Elementary process of electron transfer and

solvation

The ultrafast electron dynamics at ice–metal interfaces are

characterized by charge injection into the adsorbate layer,

localization at favorable sites, followed by energetic stabiliza-

tion, and electron transfer back to the metal substrate. These

elementary processes will be introduced in the following. We

start with the presentation of the time- and angle-resolved

2PPE data of amorphous multilayers of D2O adsorbed on a

Cu(111) single crystal surface at 100 K. Based on these

experimental evidences, the fundamental steps of electron

dynamics at ice–metal interfaces will be identified and

discussed.

The principle of time-resolved 2PPE spectroscopy is sche-

matically illustrated in Fig. 1b. Metal electrons are excited

from below the Fermi level EF into unoccupied, bound states

below the vacuum level Evac by a first, femtosecond laser pulse

hn1 (pump). The subsequent dynamics of the excited electron

population (step 1–4, see Fig. 1b) are then monitored by a

second, time-delayed laser pulse hn2 (probe) that excites the

electrons above Evac where their kinetic energy is analyzed in

an electron time-of-flight (TOF) spectrometer.

A representative 2PPE measurement of an amorphous

multilayer D2O on Cu(111) is shown in Fig. 1a. The photo-

emission intensity is depicted in a false color representation

and plotted as a function of intermediate state energy E � EF

= Ekin + F � hn2 with respect to the Fermi level of the metal

and as a function of pump–probe time delay. The spectrum

exhibits two features, a broad continuum eCB and a distinct

This journal is �c The Royal Society of Chemistry 2008 Chem. Soc. Rev., 2008, 37, 2180–2190 | 2181



peak eS that is shifting down to lower energies with increasing

time delay (open circles). As apparent from the inset, the

intensity of these two spectral signatures decreases with

increasing time delay (right axis). However, eCB decays

considerably faster than the long-living feature eS.

Insight into the character of the two spectral signatures eCB
and eS is achieved by time- and angle-resolved 2PPE spectro-

scopy (Fig. 2). By variation of the emission angle of the

photoelectrons from the sample (right panel), it is possible to

measure their parallel momentum, which yields information

on the degree of lateral localization of the electronic state. The

parallel momentum

kkðj;EkinÞ ¼ sinj �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2me

�h
� Ekin

r
ð1Þ

depends on the angle j between the surface normal and the

emission angle as illustrated by the right panel of Fig. 2. The

analysis of the time- and angle-resolved data of a multilayer

D2O/Cu(111) is shown in the left panel. The short-lived

continuum eCB (solid markers) exhibits a positive dispersion

yielding an effective mass equal to the free electron meff =

1.0(2)�me, as discussed in detail in ref. 15. This dispersion

indicates the delocalized character of this band. The peak eS
(open symbols), however, shifts towards lower energies with

time delay and exhibits an apparently negative dispersion

which becomes stronger with increasing time delay, suggesting

that the electron wave function of this state becomes progres-

sively localized, as discussed below.

Having presented typically time- and angle-resolved 2PPE

experiments on amorphous D2O layers on Cu(111), we now

discuss the underlying elementary processes of charge injec-

tion, localization, energetic stabilization, and electron back

transfer with the aid of Fig. 1b. As direct photoexcitation of

electrons within the ice layer is highly improbable due to the

band gap of ice of 8.2 eV,26 all photoexcited electrons have to

originate from the Cu(111) substrate (see step 1 in Fig. 1b).

Because of the delocalized (free electron like) character of eCB,

we assign this feature to the conduction band (CB) of the ice

adlayer. The rapid decay of the eCB population originates from

the strong electronic coupling between the delocalized con-

duction band electrons and the unoccupied states of the metal,

which enables—on the other hand—the charge injection of

excited metal electrons into the adlayer. Besides the decay of

the electron population back to the substrate, CB electrons

may also localize at favorable sites in the adlayer (step 2), for

instance, in potential minima caused by bond angle fluctua-

tions.27 This charge localization is reflected by the non-positive

dispersion of the spectral signature eS. The apparently negative

Fig. 2 Angle- and time-resolved 2PPE of D2O/Cu(111). Left: disper-

sion of conduction band eCB (solid markers) and solvated electrons eS
(open symbols). See text for details. (Reprinted from ref. 15 with

permission. Copyright 2003, the American Chemical Society.) Right:

Experimental scheme for angle-resolved measurements. Variation of

the emission angle yields information about the parallel momentum of

the photoelectrons and therefore about their degree of localization

parallel to the surface.

Fig. 1 (a) Time-resolved 2PPE of an amorphous multilayer of D2O/Cu(111). Two features are discerned: a broad, short-lived continuum eCB
resulting from conduction band electrons in the ice layer and a distinct peak eS that is shifting towards the Fermi level with increasing time delay

and which originates from solvated electrons in the adlayer. (Modified from ref. 15 with permission. Copyright 2003, the American Chemical

Society.) (b) 2PPE scheme and elementary processes. Metal electrons are excited by a first laser pulse hn1 and injected into the D2O layer via the ice

conduction band (step 1). They localize in the adlayer (step 2) and are energetically stabilized by molecular rearrangement (step 3). Concurrently,

the electron population decays back to the substrate (step 4). These electron dynamics are monitored by a second, time-delayed laser pulse hn2,
which excites the electrons to the vacuum where their kinetic energy is analyzed by an electron time-of-flight spectrometer. (Reproduced from

ref. 12 with permission. Copyright 2005, Elsevier B.V.)
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dispersion of eS is a result of the finite bandwidth, Dk8, of the
interfacial electrons in momentum space and the experimental

fact that spectra are taken at a specific angle and not a specific

k8 as discussed in detail in ref. 15. The transient localization of

the excess charge is driven by continuous reorientations of the

surrounding polar water molecules. This wave function con-

striction is accompanied by an energetic stabilization of the

electrons (step 3), which is reflected in the energetic shift of the

eS peak maximum as a function of pump–probe time delay.28

As excess electron localization and energetic stabilization are

characteristic properties of electron solvation in polar sol-

vents, we assign the spectral signature eS to solvated electrons

in the amorphous ice adlayer. The population of the solvated

electron state continuously decays back to the Cu(111) sub-

strate (step 4) as indicated by the intensity decrease of eS as a

function of time delay in Fig. 1a. The charge transfer dynamics

in amorphous ice layers are strongly influenced by the ice

structure and the electronic properties of the metal substrate as

will be shown in the following sections.

3. Correlation between ice structure and ultrafast

dynamics

The ice morphology as well as the local arrangement of water

molecules are important to describe the rates of energy

relaxation of optically excited electrons at ice–metal interfaces.

In the case of electron solvation in ice, the mobility of water

molecules determines the rate of energy gain, suggesting a

sensitivity of this relaxation channel to the local structure of

water molecules in the hydrogen bonded network. Transfer

rates of excess electrons from the ice layer to the metal

substrate are determined by the electronic coupling of the

interfacial electron to the substrate. Since the electron is

excited to a localized state, a potential barrier forms between

the localized, solvated electron and the metal substrate. The

electron transfer occurs by tunneling through this barrier.

Properties of the potential barrier as its height, width and

shape determine the wave function overlap between donor and

acceptor and hence the transfer rate. At this point the ice

morphology becomes important, because the maximum dis-

tance of the excess electron may be larger for ice clusters that

form on a hydrophobic substrate than for a wetting film on a

hydrophilic surface of the same total coverage.

A strength of the employed surface science approach to

electron transfer and solvation dynamics is the associated

ability to characterize and to modify the adsorbed ice system-

atically. This enables the investigation of the correlation

between structure and relaxation processes. These experiments

have also been carried out using a single crystal Cu(111)

substrate. For low D2O coverages up to two bilayers (BL)

the ice grows in clusters on Cu(111)—as on hydrophobic

surfaces. This is concluded from the 2PPE spectra in the right

panel of Fig. 3, which were taken for D2O coverages of 1 BL

(top) and 4 BL (bottom). The presence of the photoemission

lines of the first image potential state and the occupied surface

state of Cu(111) indicate regions of bare metal surface for the

low coverage spectrum. However, in addition the solvated

electron signature eS is found at 2.9 eV. For mass equivalent

coverages,Y, above 2 BL these contributions of the bare metal

surface vanish, and the 2PPE spectra become similar to the

ones as introduced above in section 2. The time-dependent

shift of the peak maximum of the solvated electron distribu-

tion (for short: peak shift) for different D2O coverages on

Cu(111) is given in the left panel. As these dynamics differ for

the two ice morphologies (clusters and layers), two coverage

regimes below and above 2 BL are identified. For the wetting

layers (Y 4 2 BL) the peak shift is independent of coverage

and evolves with 0.3 eV ps�1, which is slower than for ice

clusters exhibiting a peak shift of 1 eV ps�1. At a first glance,

one might interpret the faster peak shift for clusters as a faster

stabilization due to electron solvation. However, as will be

shown in section 4 by a model that accounts for the competi-

tion of population decay and solvation, it is a modification of

the electron transfer rate that generates this faster peak shift.

Electron transfer and solvation dynamics also depend on

the binding site of the excess electron, which could either be in

the bulk of an ice film or at the ice–vacuum interface,

depending on the spatial distribution of attractive sites and

respective population probabilities. Such an identification of

the electron’s binding site is a valuable input for a quantitative

understanding of the data. Surface science offers a direct way

to test the site by modification of the dielectric constant of the

region in front of the ice surface by adsorption of, e.g., Xe

overlayers. Under UHV conditions and at low temperatures

—Xe adsorbs on D2O below 60 K29—a Xe adlayer is formed,

because Xe atoms cannot be accommodated inside the water

network under UHV conditions.30 Suppose that the excess

electron resides at the ice–vacuum interface before adsorption

of the Xe adlayer, the 2PPE spectrum before and after Xe

adsorption will vary, as the excess electron is repelled by the

electron density of Xe. If the solvated electron resides in the

bulk of the ice structure, the spectral signature of the electron

might remain unaltered, since the solvation shell screens the

excess electron from the Xe adlayer. If at all, only the net

electric field of the shell could interact with the xenon.

Fig. 3 Right: 2PPE spectra for 1 and 4 BL mass equivalent coverages

of D2O on Cu(111). The spectra of the 4 BL coverage exhibits two

features that are attributed to the solvated electron at 2.9 eV and to the

water CB up to 4.0 eV. For the 1 BL preparation two signatures of the

bare Cu(111) surface are encountered: the Shockley surface state (SS)

and the first image potential state (IPS). Left: time-dependent shift of

the peak maximum of eS for different coverages Y. Two regimes are

identified that are attributed to wetting layers (Y 4 2 BL) and to

clusters (Y o 2 BL) (Reprinted from ref. 12 with permission. Copy-

right 2005, Elsevier B.V.).
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For wetting layers of D2O/Cu(111) the solvated electron

signature in 2PPE remains unaltered upon Xe adsorption as

shown in Fig. 4 (right panel). Accordingly, the electron is

solvated in the bulk of wetting ice layers D2O/Cu(111).29 The

shift of the low-energy cutoff in the spectrum results from the

change of the workfunction from the one of an amorphous

D2O surface to a Xe terminated one. The situation is different

for the coverage range below 2 BL where clusters are formed.

As shown in the left panel of Fig. 4, the solvated electron

signature eS shifts upon adsorption of Xe by more than 0.4 eV

to higher energies. In other words, the excess electron’s bind-

ing energy with respect to Evac is reduced, which we attribute

to interaction of the solvated electron with the rare gas atoms.

Thus, the electron is solvated at a surface site for ice clusters as

sketched in the top inset of Fig. 4. This is contrary to the

wetting ice layers where the electron resides in the bulk of the

adlayer as shown above.

Beside the morphological change from clusters to wetting

layers of D2O/Cu(111), which can be explained by the

D2O–Cu interaction being comparable to hydrogen bonding,

rich structural modifications of the clusters have been ob-

served for different annealing temperatures. These have been

investigated in collaboration with K. Morgenstern and co-

workers using low-temperature scanning tunneling micro-

scopy (STM).16 This method is a unique tool to unveil local

structural modifications in amorphous structures down to the

molecular scale. Such a detailed structural characterization is a

prerequisite to conclude on structurally induced changes of

electron transfer dynamics. The top panels of Fig. 5 show low-

temperature STM images of D2O clusters on Cu(111) ad-

sorbed at 85 K (A) and successively annealed to (a) 118 K,

(b) 130 K, (c) 145 K, and flashed to 149 K. For the structures

shown in panels (A) and (a) neither long range order nor

defined arrangement is encountered. Thus, they represent

amorphous structures. Line scans of structures depicted in

panels (A) and (a) are given in panel (C) showing that the

cluster heights differ on average by about one bilayer while no

water desorption has been detected during heating. Analysis of

all imaged clusters before and after heating results in a 40%

volume reduction. We conclude that the as-grown clusters

contain pores. A dosing temperature of 85 K apparently

cannot lead to a dense condensation. Annealing to 118 K

offers sufficient thermal energy for a collapse of the pores

which explains the volume reduction.16 In the following, we

refer to these two structures as porous and compact amor-

phous ice clusters. For higher annealing temperatures in the

narrow temperature window of 19 K, further structural trans-

formations are observed. The transition from amorphous ice

to a faceted surface (Fig. 5b), pyramidal islands (c), and finally

nanocrystallites (d), depicts the continuous crystallization of

the clusters. Interestingly, the well-known bilayer structure

does not present a terminating surface for these crystallites, for

details see ref. 31.

The defined structural modifications of D2O/Cu(111) de-

monstrated here enable the investigation of the correlation

between structure and electron dynamics observed by

pump–probe experiments. Time-resolved 2PPE spectra were

taken for all structures shown in Fig. 5 and are comprehen-

sively discussed in ref. 19. Here, we focus on the changes upon

the transition from porous to compact amorphous structures.

First, all corresponding experimental results will be introduced

before turning to a discussion of the correlation between

structure and electron dynamics. The time-resolved data are

analyzed according to the transient energy and the population

of the eS spectral signature as depicted in the top panel of

Fig. 6 for compact and porous amorphous clusters. The main

panel shows the transient peak position of the solvated

electron distribution. We find that the peak shift spans for

porous clusters an energy range of 340 meV within 300 fs,

which is larger than for compact clusters (200 meV). After

300 fs, the electrons reach an equivalent state of solvation for

both structures, because they exhibit the same binding energy

Fig. 4 Determination of the hydrated electron’s binding site by Xe titration of D2O clusters and wetting layers. Left: in case of the D2O clusters

the eS peak changes (see bottom inset) which indicates that the electrons reside at the ice–vacuum interface. The main panel shows the peak shift as

a function of Xe exposure for porous and compact amorphous D2O clusters on Cu(111) (Reprinted from ref. 16 with permission. Copyright 2007

by the American Physical Society). Right: for the ice multilayer the peak of the hydrated electron is not modified showing that the electron resides

in the film bulk; the shift of the low-energy cutoff is due to a modification of work function upon Xe adsorption (Reproduced from ref. 29 with

permission from the PCCP Owner Societys).
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at this delay. However, as the electrons start at a higher energy

in the case of porous clusters, their total energy gain within

300 fs is larger than in compact clusters.

The population decay of eS is evaluated by integration of the

2PPE intensity at the energies of the solvated electron state for

porous and compact amorphous cluster structures. The result-

ing population transients are displayed in the inset of Fig. 6

(top). Routinely, they are analyzed by a single exponential

decay convolved with the temporal laser pulse profile (dashed

curve). The resulting least square fits (solid lines) describe the

experimental data well up to 150 fs. At larger time delays, the

decay becomes non-exponential. This is a well-known result of

the transient spatial constriction of the electron’s wave func-

tion (cf. section 2), which leads to reduced transfer rates, which

are reflected in the slowing down of the population decay. The

exponential fits at early time delays (t o 150 fs), however,

result in initial decay times of 36(5) fs and 50(5) fs for porous

and compact amorphous clusters, respectively. This shows

that the decay due to electron back transfer to the metal is,

for porous clusters, 30% faster than for the compact ice. As

introduced above, the transfer probability of solvated elec-

trons is determined by a transient potential barrier at the

interface. Having in mind that the porous clusters are higher

than the compact ones (Fig. 5C) and considering that the

electrons reside at the ice vacuum interface, a simple scaling of

the potential barrier with the distance between electron and

metal should lead to a faster electron back transfer for the

compact ice clusters. Thus, the finding of a faster decay for

porous clusters is counter-intuitive. The porous clusters have

an average height of 4 BL, while compact clusters are 3 BL

high as illustrated in Fig. 6 (bottom). As we observe a faster

decay for porous ice, the qualitative difference in the potential

barrier, rather than merely its width, needs to be considered.

The faster decay for compact clusters asks for a less efficient

screening by the porous cluster. As solvation and thus screen-

ing is driven by the water dipole, we attribute the faster decay

in case of porous clusters to the lower dipole density resulting

from the pores (Fig. 6, bottom).

Besides the population decay, the peak shift of the solvated

electron feature eS is also faster for the porous ice clusters

compared to the compact ones as mentioned above. However,

as will be shown in the next section, the explanation of this

difference requires quantitative consideration of the electron

transfer dynamics, as population decay and solvation are

intimately linked by the transient evolution of the potential

barrier at the ice–metal interface. We developed a model that

simultaneously describes the peak shift and the population

decay using energy-dependent transfer rates. It shows that the

Fig. 5 Ice clusters D2O/Cu(111) as imaged by low temperature STM at 5 K and studied by time-resolved 2PPE at 30 K. Different annealing

temperatures lead to a variety of structures that accompany crystallization of the initially amorphous clusters: porous clusters form upon D2O

absorption at 85 K (A), annealing to 120 K leads to compact amorphous clusters (a), successive annealing to 130 K, 145 K, and 149 K (b–d) result

in ordered structures before desorption lowers the coverage significantly. Panel (C) depicts STM line scans of porous (dashed line) and compact

(solid line) amorphous clusters. The porous clusters collapse upon annealing to 120 K as seen from the height reduction by 1 BL. The

determination of real heights (given in BL) from apparent heights h requires a calibration of h because tunneling occurs through the water band

gap. As detailed in ref. 16 this has been achieved by tunneling through the ice conduction band at 3.5 V. Panel (F) shows exemplary time-resolved

2PPE spectra for compact amorphous clusters. Likewise data have been taken for all reported structures. (Panels (A,C,F) reprinted from ref. 16

and (a-d) from ref. 31 with permission. Copyright 2007 by the American Physical Society.)
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difference between the transient eS peak shift for porous

and amorphous clusters is explained by different electron

transfer rates and not necessarily by different stabilization

rates. However, the transient peak shift cannot be attributed

to population decay only; both contributions have to be

considered.

4. Competition of electron transfer and solvation

As shown in section 2, the electron dynamics at ice–metal

interfaces occur via four fundamental steps; electron injection,

localization, solvation, and simultaneous back transfer. These

processes involve both a transient electron population of the

excited state and a time-dependent change of the electron

binding energy. In the previous sections, these dynamics have

been analyzed and discussed separately. Yet, the concurrence

of electron solvation and back transfer leads to a competition

of these processes as (i) the transfer probability is reduced due

to electron solvation resulting in wave function constriction of

the excess electron and as (ii) electron solvation is impeded by

a decreasing excited state population due to electron back

transfer. In fact, this competition of solvation and transfer

requires a combined analysis that takes into account time- and

energy-dependent data. In the present section, the electron

dynamics at two different ice–metal interfaces, D2O/Cu(111)

and D2O/Ru(001), are compared so as to distinguish the

substrate’s influence from the ice impact on charge transfer

and solvation. Compared to Cu(111), which exhibits a wide

sp-band gap in the electronic band structure projected onto the

surface plane that extends below the Fermi level of the metal,

the Ru(001) band gap is three times narrower (as a function of

parallel momentum) and the bottom of the gap lies more than

1 eV above the Fermi level. As will be shown further below,

these differences in the electronic surface band structure affect

the electron back transfer significantly. Also, the D2O adsorp-

tion is different for the two respective metal surfaces: in

contrast to Cu(111), where amorphous D2O adsorbs in clus-

ters for coverages below 2 BL and in layers for Y 4 2 BL

(cf. section 3), the first bilayer completely wets the Ru(001)

surface.32 By comparison of the electron dynamics at these two

different ice–metal interfaces, the present section will demon-

strate that electron transfer is characterized by energy-

dependent charge transfer times t(E), which results from a

transient, interfacial potential barrier that changes upon elec-

tron solvation. The resulting increase in transfer times due to a

reduced tunneling probability leads to an apparent energy

shift of the peak maximum of the solvated electron distribu-

tion that adds to the peak shift, which originates from

energetic stabilization due to the solvation process itself. As

a result, a faster energy shift is observed, which depends on the

electronic coupling to the metal substrate.

Before turning to the combined analysis of time- and

energy-dependent data by the empirical model calculation,

the peak shift and population decay for D2O/Cu(111) and

D2O/Ru(001) is separately analyzed and discussed. Fig. 7

depicts the time-dependent peak shift of the solvated electron

distribution (a) and its population decay (b) for D2O multi-

layers (3–5 BL) on Cu(111) (diamonds) and Ru(001) (circles).

Within the first few 100 fs, pronounced differences are en-

countered in peak shift and population decay. Thus, the

substrate plays an important role in the ultrafast relaxation

dynamics. However, the question is, whether the substrate

impact is indirect (i.e. due to a structure modification of the

adlayer) or direct (i.e. due to different electronic band struc-

tures influencing the electron transfer rates). Linear fits

(dashed lines in Fig. 7a) to the time-dependent energy shift

of the peak maximum of the solvated electron distribution33

yield a three times faster peak shift of SRu
S = �0.83 eV ps�1 for

D2O/Ru(001) than for D2O/Cu(111) (SCu
S = �0.27 eV ps�1).

The fit deviates from the data for t 4 300 fs in the case of

D2O/Ru(001). Similarly, analysis of the population decay at

early delays (to 300 fs) using single exponential fits convolved

with the laser pulses envelope (dotted curves) results in a more

than four times faster initial transfer time tRu
1 = 34(5) fs for

D2O/Ru(001) than for D2O/Cu(111) with tCu1 = 140(5) fs. At

larger delays (t 4 300 fs), however, the charge transfer slows

Fig. 6 Top: the main panel depicts the transient peak shift of the eS
feature for porous and compact amorphous ice clusters. The inset

represents the transient population of eS, which has been analyzed by

integration of the 2PPE intensity within 2.58 and 3.17 eV. The dashed

line marks the temporal profile of the laser pulse. Analysis of the

electron transfer times within the first 150 fs results in a three times

faster decay for porous clusters with a decay time of 36(5) fs compared

to compact clusters which exhibit a decay time of 50(5) fs. Data have

been taken at 30 K. (Reprinted from ref. 16 with permission. Copy-

right 2007 by the American Physical Society.) Bottom: a possible

scenario explaining the observed differences in population decay for

the two types of clusters. The excess electrons wave function and the

D2O clusters do not scale.
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down and decay times become comparable: Single exponential

fits (dashed lines) yield similar charge transfer times tRu
2 =

302(20) fs and tCu2 = 316(20) fs for both substrates. Obviously,

the electron transfer dynamics at the D2O/Cu(111) and D2O/

Ru(001) interfaces can be separated into two different regimes:

(a) at early delays (t o 300 fs), the electron transfer is

significantly influenced by the substrate, resulting in different

decay times tRu
1 and tCu1 ; (b) at larger delays (t 4 300 fs) the

substrate seems to play a minor role leading to similar charge

transfer times tRu
2 E tCu2 .

The upper panels of Fig. 8 illustrate these two regimes of

charge transfer: For t o 300 fs (Fig. 8a) the excess electron still

exhibits considerable wave function overlap with the metal

substrate. Due to this wave function overlap the population

decay is significantly influenced by the substrate’s surface elec-

tronic band structure and density of states. Asmentioned further

above, the electronic properties of Cu(111) and Ru(001) differ

significantly: the ruthenium crystal exhibits a higher density of

states (DOS) up toB1.5 eV above the Fermi level resulting from

its unoccupied d-bands. Furthermore, the Ru(001) substrate

has, compared to Cu(111), a remarkably narrower sp-band

gap in momentum space.34,35 As discussed in detail in ref. 36,

these differences in electronic properties of the substrates yield

the explanation for the strongly varying transfer dynamics for

t o 300 fs: the higher DOS of ruthenium favors electron

population decay due to inelastic scattering; the narrower band

gap of Ru(001) supports faster back transfer due to elastic

scattering. Both attributes result in a faster electron population

decay to the Ru(001) surface compared to the Cu(111) substrate

as observed in the experiment. Thus, this charge transfer regime

(a) will be referred to as substrate-dominated.

At larger delays (t 4 300 fs), i.e. in the charge transfer

regime (b), the electron dynamics are nearly identical for both

substrates. As has been shown previously15 and discussed in

section 2, electron solvation leads besides the energetic stabi-

lization to a wave function constriction that significantly

reduces the wave function overlap of the excess charge with

the metal substrate. This electron localization is due to the

formation of a transient potential barrier at the interface

(Fig. 8b) which results in a reduced decay probability of the

electron population. Since this interfacial potential barrier

increasingly screens the excess charge from the metal, the

influence of the substrate’s electronic properties is increasingly

reduced as solvation proceeds. The rate-determining step for

Fig. 8 (a) and (b): illustration of the substrate-dominated and

barrier-determined transfer regimes, respectively. Electron solvation

with the rate sS leads to the formation of an interfacial tunneling

barrier that separates the electrons from the metal (Modified from ref.

36 with permission. Copyright 2006, the American Chemical Society.).

(c) Constant transfer times t do not change the peak position as a

function of time. The observed peak shift SS is similar to the energetic

stabilization sS. (d) Energetically varying transfer times shift the peak

maximum of the solvated electron distribution to lower energies

(dashed curve). The observed peak shift SS (dotted curve) is the sum

of this peak shift dE and the stabilization sS.

Fig. 7 Electron dynamics in amorphous D2O layers on Cu(111)

(diamonds) and Ru(001) (circles). Dashed and dotted curves are linear

(top) or single exponential (bottom) least square fits to the data and

solid lines result from the empirical model calculation. (a) Energy shift

of the peak maximum of the solvated electron distribution. (b)

Population decay of the solvated electron state (time dependence of

the integrated eS peak intensity). (Modified from ref. 36 with permis-

sion. Copyright 2006, the American Chemical Society.)
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electron transfer from the ice adlayer back to the respective

substrate is no longer the metal band structure, but the

tunneling probability through the potential barrier that has

formed upon solvation. Based on our observation that charge

transfer is substrate-dominated in the regime (a) and that the

electron population decay slows down upon the transition to

the regime (b) leading to similar ET rates for Cu(111) and

Ru(001), we term the charge transfer regime at late delays

(t 4 300 fs) barrier-determined.

The observation of the transition between the substrate-

dominated and the barrier-determined charge transfer regime

is enabled by the simultaneity of electron transfer and solva-

tion, as the latter leads to the formation of a transient

potential barrier at the interface, which modifies the charge

transfer rates. However, these varying transfer rates transi-

ently reduce the electron population of eS and thus influence

the solvated electron distribution that undergoes further sol-

vation. This competition of transfer and solvation is illustrated

by the bottom panels of Fig. 8. First, we discuss the electron

dynamics for the simple case of constant electron transfer

times t = const. (Fig. 8c) and then proceed to dynamically

changing charge transfer times t(E) (Fig. 8d). Given a dis-

tribution of solvated electrons around the energy E0 (solid

curve, Fig. 8c) and assuming a constant ET rate t at all

energies leads to a uniform (i.e. energy independent) popula-

tion decay that results in an intensity decrease as illustrated by

the dashed curve. In addition, electron solvation leads to a

shift of the peak with the rate sS o 0 so that the solvated

electron distribution is, at the time t, centered around the

energy E1(t) = sSt + E0. Hence, in this scenario, the electron

transfer would not influence the position of the peak max-

imum of the solvated electron distribution and an energy shift

of the peak maximum would be observed with a rate SS = sS.
However, as shown by the experiments above, the electron

transfer rate changes with ongoing solvation due to the

transient barrier, i.e. as a function energy E. The influence of

these energy-dependent charge transfer times t(E) is illustrated
in Fig. 8d. The excess electrons at higher energies are less

solvated, i.e. less screened from the substrate than the ones at

lower energies. This results in decreasing lifetimes t(E) with
increasing energy (Fig. 8d, bottom). Compared to the initial

solvated electron distribution (solid curve), the faster electron

transfer at higher energies results in a redistribution of in-

tensity in favor of low energies (dashed curve), i.e. in an

additional energy shift dE that does not originate from the

energetic stabilization due to solvation. In total, i.e. including

the binding energy gain due to pure electron stabilization sS,
the observed peak shift of solvated electron distribution occurs

with a rate SS and by the time t the peak maximum is centered

at the energy E2(t) = sSt + E0 � dE (dotted curve). In the line

of these arguments, the significantly faster peak shift

SRu
S observed for D2O/Ru(001) compared to SCu

S (see

Fig. 7a) cannot be necessarily attributed to a faster stabiliza-

tion rate sRu
S of the solvated electrons in D2O/Ru(001), but

originates from the differences in substrate electronic struc-

ture. The significantly different electron transfer dynamics for

for Cu(111) and Ru(001) strongly suggest that differing tCu(E)
and tRu(E) lead to the observed faster peak shift in the case of

the Ru(001) substrate.

On the basis of the observations described above, we

implemented a rate equation model for the electron transfer

and solvation dynamics at ice–metal interfaces.36 As a first

approximation, a constant stabilization rate sS is assumed. In

our model we introduce transfer times t0 that are (a) either

energy-independent in the substrate-dominated regime

(Fig. 8a) where only the electronic properties of the substrates

influence the charge transfer rate or (b) exponentially rising as

a function of binding energy of the solvated electrons in the

barrier-determined regime (Fig. 8b). In the latter case the

transfer rate is determined by the transient tunneling barrier

(for further details on the model calculation see ref. 36). Using

this approach we modeled the four data sets given in Fig. 7, i.e.

peak shift and population decay for D2O on both substrates:

Cu(111) and Ru(001). The results of this empirical model

calculation are given by the solid lines in Fig. 7a and b,

respectively. Remarkably, our model reproduces all four

datasets: the peak shift for D2O/Cu(111) and the three times

faster peak shift SRu
S is modeled including the slowing down

after 300 fs. Also, the substrate-dominated decay for to 300 fs,

which differs for the two substrates, and the comparable,

barrier-determined decay at late delays is reproduced for

D2O/Cu(111) and D2O/Ru(001), respectively. The presented

model calculations result in substrate-dominated transfer

times tRu
0 = 20 fs and tCu0 = 67 fs, which reflect the different

electronic band structures of Ru(001) and Cu(111). In fact, the

ratio tCu0 /tRu
0 = 3.3 is comparable to the ratio of the band gap

widths in momentum space DkCu/DkRu = 3.2 at energies of the

solvated electron distribution. This agreement suggests that

electron transfer is driven by elastic scattering, which requires

a change of the parallel wavevektor Dk. In addition, the model

yields comparable stabilization rates of sRu
S = �0.24 eV ps�1

and sCuS = �0.22 eV ps�1 for both substrates, showing that

the substrate itself hardly influences the pure solvation

dynamics of the excess charge. In other words, the buildup

of the solvation shell surrounding the excess electron is not

modified by the metal substrate. As the stabilization rates

sRu
S and sCuS are comparable, the variation in the rates SS of

the observed peak shifts results, therefore, from the different

energy-dependent transfer times t(E) on the two substrates.

This explains the differences of the additional peak shifts dE as

illustrated by Fig. 8d.

The described model has also been applied to the electron

dynamics in porous and compact amorphous ice clusters on

Cu(111), which were introduced in section 3. There—similar to

the comparison of D2O/Cu(111) and D2O/Ru(001) in the

present section—the peak shifts differ for the two types of

clusters (cf. Fig. 6). Applying the above described model to the

time-dependent population decay and peak shift of porous

and compact clusters shows that the differently energy-

dependent transfer times t(E) are again responsible for the

variation of peak shifts, as will be shown in detail in a

forthcoming publication.29

In summary, this section showed that the simultaneity of

electron transfer and solvation gives rise to a competition of

these two processes, as electron decay results in a reduced

population that takes part in solvation, which—in turn—leads

to enhanced screening for the excess charge from the metal and

therefore to reduced decay rates. This competition can be
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described by energy-dependent transfer times that ultimately

lead to an additional contribution to time-dependent energy

shifts of the solvated electron peak. With the aid of an

empirical model calculation we could show that the three

times faster peak shift in the case of D2O/Cu(111) results

mainly from such energy-dependence of the electron transfer

rate and that the stabilization rate of electron solvation is

actually comparable for both substrates, Cu(111) and

Ru(001). We conclude that the competition of charge transfer

and solvation is a substantial feature of electron dynamics at

molecule–metal interfaces that should be considered in the

discussion of peak shifts and population decay of interfacial

electrons.

5. Conclusions

In this article we have presented a surface science approach to

electron solvation dynamics at interfaces based on recent work

on amorphous ice structures adsorbed on metal surfaces. This

concept provides detailed insights into elementary processes

and yields complementary information to related studies in the

gas or liquid phase. In particular, the following advantages

should be emphasized:

(i) the structure of the adsorbate layer can be controlled by

different growth procedures using different substrates as a

template. Thus well defined ice structures can be achieved,

which can be characterized by various surface science techni-

ques.16 This allows to correlate the adsorbate structure with

the corresponding electron dynamics;

(ii) the photoexcited excess electrons are injected from the

metal substrate. The photohole is therefore completely

screened by metal electrons and does not interact with the

excess electron in the ice layer;

(iii) with the aid of femtosecond 2PPE spectroscopy the

transient evolution of the electron binding energy and popula-

tion can be probed directly in the time domain. Thereby the

dynamics of all elementary processes can be studied, namely

the charge injection across the interface, the subsequent

electron localization in the ice and its energetic stabilization

during solvation, as well as the dynamics of charge transfer

back to the substrate;14

(iv) the localization of excess electrons is reflected by the

corresponding changes of the dispersion along k8, which is

accessible by angle-resolved 2PPE spectroscopy. Using time-

and angle-resolved 2PPE the transient localization of the

electron wave function can be monitored, which is driven by

continuous reorientations of the surrounding polar water

molecules;36

(v) the location of the solvation site in the interior or at the

ice–vacuum interface can be determined by Xe overlayer

experiments which probe the interaction between the Xe

adatoms and the solvated electron wave function;

(vi) solvation and electron transfer processes are intimately

connected, as the excited electron population continuously

decays back to the metal substrate. Therefore, electron dy-

namics at polar adsorbate-metal interfaces may act as a model

system to study interfacial charge transfer and the role of

electronic coupling between localized charges and unoccupied

states in a solid.

All issues mentioned above have been addressed in our

studies on ultrafast electron transfer and solvation dynamics

at amorphous ice–metal interfaces. Using LT-STM the var-

ious structural transformations of D2O/Cu(111) from amor-

phous ice to crystalline ice have been characterized. For

porous and amorphous ice clusters the solvated electrons are

bound in surface sites at the ice–vacuum interface as demon-

strated by Xe overlayer experiments. The substantially differ-

ent initial electron transfer rates obtained for the two

structures are attributed to different barrier heights, which

depend on the efficiency of screening by the water dipoles. By

changing the electronic structure of the underlying metal

substrate (D2O/Cu(111) and Ru(001), respectively) different

regimes of electron transfer have been identified: in the initial

regime of strong electronic coupling the transfer rate is

dominated by the substrate electronic structure while at later

times (with ongoing solvation) the buildup of the solvation

shell determines the tunneling barrier and hence governs the

transfer rate. This demonstrates the competition between two

processes, namely electron solvation and localization in the

adlayer on the one hand and charge transfer back to the metal

substrate on the other hand. Both processes are essential for

understanding the interfacial electron dynamics.

In summary, using a surface science approach to electron

solvation we have obtained a comprehensive understanding of

the elementary processes in the electron dynamics at amor-

phous ice–metal interfaces. Current new directions in this field

include the trapping of excess electrons in crystalline ice

structures at metal surfaces, where exceptional long lifetimes

(up to minutes) are found and the dynamics of photoinjected

electron spans over 17 orders of magnitude in time.19 Electron

solvation dynamics at adsorbate–metal interfaces directly ad-

dress electron-induced nuclear reorientation processes which

are at the heart of chemical reactions. The basic understanding

of such electron–nuclear coupling and charge-transfer dy-

namics obtained here thus opens the perspective to achieve

control over light-induced electronic and reactive processes at

surfaces and electric currents in nanoscale electronic devices.

Recent progress in this direction has been obtained for coher-

ently controlled electric currents at metal surfaces,37 spectro-

scopy of quasibound interface states at adsorbate–metal

interfaces38 as well as for adaptive spatial–temporal control

of photoemission from nano-structured surfaces.39
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